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Gaia Data Processing - DPAC

- Large pan-European team
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« Responsible for the processing of the Gaia data |
450 expert scientists, developers and engineers = o

&2 Brazil

« 160 institutes, 24 countries + ESA = Lol
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Gaia SOC from ESA viewpoint s o \\\&Q\gesa

« Gaia SOC is an integral part of the Data Processing and Analysis
Consortium (DPAC)

A bit unusual for an ESA "classical” roles:

« MOC's primary contact for all the payload/science-related mission aspects
Mission planning product generation (Scan Law, Science Schedule, etc.)
Payload health monitoring
First-level product generation and downstream data dissemination
Archive development + operations

"Special” roles:
« CU1l: System architecture + central repository (Main Database)
« CU3: Development + Operations of AGIS
« CU9: Support for catalogue creation
 DPCE: Data Processing Centre at ESAC

Cyclic and Daily processing
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Our challenge: dealing with complexity! =

« Operations are very complex
« Very ambitious top level requirements
* Near real-time processing
« Systems tightly coupled: many dependencies
« Systems developed by external parties -> hard to integrate

N

* Very strict performance requirements
« Science alerts can’t wait! + Payload monitoring
« Data volumes
« 35-90GB of TM inputs become 300-500GB to be served to the DPCs daily

Satellite distance from Earth (in km) 1,569,642
Number of days having passed since 25 July 2014 1567
Volume of science data collected (in GB) 58,834
Number of object transits through the focal plane 112,746,221,016
Number of astrometric CCD measurements 1,111,355,607,154
Number of photometric CCD measurements 224,751,711,050
Number of spectroscopic CCD measurements 21,550,324,020
Number of object transits through the RVS instrument 7,193,871,670
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.* Robustness achieved by:

« Large simulated datasets provided at different levels

« Tests campaigns (system, integration) including E2E and
Operational Rehearsals — Test Readiness Review and Review
Boards

« Formal CCBs, bug tracking and definition of strict issues
workflows and approval cycles

- Identification of interfaces with the stakeholders

« Definition of detailed Operational Procedures
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Old rules no longer applies B2 gio \ ceSa

G
- Military field: Team of Teams, 2015. General McChrystal

When General McChrystal took command of the Joint Special Task Force he
quickly realised that conventional military tactics were failing. Al Qaeda in Iraq
was a decentralised network that could move quickly, strike ruthlessly, then
seemingly vanished in the local population. The allied forces had a huge
advantage in numbers, equipment and training — but none of that seemed to
matter. To defeat them, his Task Force would have to acquire the enemy’s
speed and flexibility.

 And not for the intensive processing imposed by new
astronomical missions either!

- We had applied strictly best practices, but:
« They were insufficient to solve problems while keeping up with
the performance requirements
+ Too many unknown variables, scenarios
« Too little time to follow the processes as defined (but still
needed to conform with quality standards)
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Gaia Processing — Our evolution
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Fragile
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Work but ...don’t touch it
Hidden dependencies
Not documented

Tightly coupled

Robust

Repel all the attacks and remain still
When it falls it is catastrophic (we can't %

anticipate every possible attack)

Anti-fragile
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THE BORG COLLECTIVI

The Borg Collective

System will fail

... but it will recover
quickly

... it will learn from it
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- Embracing DevOps practices allows us to:

Velocity: fast time to production
Continuous feedback and fast incorporation
Stability and quality of operations: optimized and streamlined processes and procedures

Reduced risks
Empovered teams =) Antifragile system

Saving time and money
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* More stable systems over longer periods * Same with less
« Downtimes reduced * Quality of the data produced
« Ability to detect and recover from failures faster + Team motivated
ESA | 15/Nov/2018 | Slide 11
= Il hm a2 = 4 I = = TT" JI 1] — O I = Il = 2 B2 SR w1l European Space Agency



DevOps is not just about tools
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* Jenkins as the main Continuous Integration tool
« Recently introduced the usage of Jenkins Pipelines for implementation and integration of
complex jobs: building, testing, QA and deployment: a big step towards automation
SonarQube is the source analysis tool for continuous inspection of code quality. Fully
integrated with Jenkins

® Jenkins

Jenkins » CUI_GT » GT 204213

* v AT

Pipeline GT_20.4_21.3

O, status — —

~ on Full project name: CU1_GT/GT_20.4_213

= Changes GaiaTools pipeline for automatically upload two different artifacts to Nexus, one for the 20.3 and the other for 21.2

{2 Build Now (edit description
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& Test Result Trend
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Move 2 Becent Changes PROJECTS PROJECTS

w =

©, Full Stage View Gaia Projects Coverage
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Artifact Repository and Infrastructure 2= | = CSdA

» For storage of SW artifacts Nexus Professional Repository Manager
« IT Infrastructure automates the deployments, OS updates, etc. with Puppet
and Ansible

6 Sonatype Nexus Repository Manager o &
I PRO 313.0-01
ro\
= ,Browse / © gaia-releases
= Welcome
< Search & Upload component  HTMLView . Fier
o Custom 1 auxservices —
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« Constant testing and re-evaluation
* Main challenge: reproduce DB state, volume and load
- Representative tests in “"real time”
« Past: very costly — time and resources — to conduct one, let alone repeated test
« Now we can do small, simple, fast experiments, trials
« Clone of the working database ("30TB), same environment and receiving real time TM

« -> Direct comparison with OPS
« + backup!

Database: Primary, Mirror, Testing and DR
NetApp technologies: snapshots, snapvault and clones

Primary (daily OPS) Secondary (uirror, Test, DR)
=
......... Mirror and each
! '] H w "
Real data: IDTFLDB P ; /" testis aclone
\’ Snapshot ;ow av source H 5
e | " R T;;Qm "
Volume
sapsnot
opies D]
3 X
Snapshots: photos of the L 3.Use unscheduled Snapshot
data taken at given time ':;‘ o ;" wovh gmp';d copy as base for FlexCione volume

(data deltas) copy to

* Future plans:
» Testing management in Jira
« Cucumber for automating system tests
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Agility - Kanban B2 gaic \\&\gesa

« Kanban to visualize the work
« Based on:

« Making the policies and procedures explicit

« Work in progress (WIP) limited

« Manage the workflows
« Whiteboard with sticky notes (moving to digital board in Jira — useful for
collecting metrics)
« “Person of Interest” role trains the team members and enhance the
procedures

PCE Operators Kanban
Control Chart suith report -

08/Nov/18 (Past Week) o lssue / Average  Standard deviation
21h Cluster of issues e
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Procedures — Jupyter Notebooks

« Jupyter Notebooks for procedures and runbooks
« Markdown text, executable code and output all inside a

procedures and runbooks need very well
« Connection to operational logbooks

 Benefits:
« Up-to-date
« Often reviewed, collaboration
« Automation, reduce risks for manual intervention

' JupYter  dailyOPSchecks Last Creckpoint Lt Wedhesday at 12:02 PM (autosavec) @ GonolPanel | Logaut

% @ B 4 % N W C Mo ¢ @ Celfoolbar

== W'

single document -> they all fit the

Message ID: 250  Entry time: Tue Nov 6 06:02:23 2018

System: DT

N

| Daily pipeline checks

Subject: Daily OPS Checks (IN)

Status: Pass

test.txt

Attachment 1: dailyOPSchecks.pdf 455 kB | Hide | Hide all

dailyOPSchecksToday

1 Daily pipeline checks
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Takeaways o e \
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- By embracing some DevOps practices the Gaia SOC enhanced the data
processing and the effectiveness of the team

« Fundamental drivers: automation, lean, metrics and collaboration

« Continuous learning (it’s a culture)

« Goal: collecting feedback from the systems and the team so that they
can be used for improving them and achieving antifragile systems
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