
ADASS XXVII – University of Maryland – November 14th , 2018

Mario Juric, Eric Bellm, Maria Patterson,

Zach Golkhou, Ben Rusholme, and the ZTF 

PartnershipUniversity of Washington DIRAC Institute

IPAC / CalTech

Alert Distribution 

System 

DATA INTENSIVE RESEARCH IN

ASTROPHYSICS AND COSMOLOGY

Patterson et al., in press (PASP special issue on ZTF)



ADASS XXVII – University of Maryland – November 14th , 2018

Zwicky Transient Facility
Systematic Exploration of the Dynamic Sky

> 1000 images/night, 576 mpix

> 300 M detected sources/night

> 1 billion objects, 75-250 mea/obj/year

> 1 M alerts/night

http://ztf.caltech.edu

Public-Private Partnership.
40% obsv. on LSST-like cadence, 
immediately public!

ZTF is a candidate discovery 

machine. These candidates need to 

be contextualized, distributed, 

classified, and followed up.

This talk is about a scalable 

framework for distribution that 

enables (pluggable) classification.

http://ztf.caltech.edu/
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Why is Real-Time Alert Distribution Hard?

🇺🇸

🇺🇸

🇬🇧

🇨🇱

O(1M alerts/night)

O(1MB/sec)

O(10M alerts/night)

O(10 MB/sec)

Strong delivery guarantees

High throughput

Many clients (few to 100s)

Operation over WANs

Resilience (machine & net)

Reliability (>99% uptime)

Patterson et al., in press (PASP special issue on ZTF)
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Standing on the Shoulders of (Tech) Giants

Rich history and very useful prior 

experiences with alerts from VO / GCN / 

PTF / iPTF… The main new challenge 

is scalability and robustness.

The industry has the same problem. 

There are billions of events flowing 

through compute systems of the largest 

companies (Google, Facebook, 

Amazon, Microsoft, …) that need to be 

serialized, transmitted, streams fused, 

results classified, acted upon, …

Mario

Maria

et al.

Alert distribution

discussions circa 2015

Maria Patterson

UW (formerly 😢)

Things have changed since…
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https://avro.apache.orghttps://kafka.apache.org

Serialization Distribution

Open source, Apache 2.0 licensed
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Serialization: Apache Avro

Martin Kleppmann, “Schema evolution in Avro, Protocol Buffers 

and Thrift” (https://zwicky.tf/m97)

Encoded to 32 bytes

JSON encoding is 82 bytes

Fast parsing

Serializing byte streams

Schema evolution

https://zwicky.tf/m97
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ZTF Alert Schema

● With each alert, we transmit meas. + context:

○ Identifiers

○ Photometry

○ Nearest neighbors (PS1 and Gaia)

○ Detection metadata (real-bogus score, S/G, etc.)

○ Image cutouts (science, template, difference)

○ Detections and upper limits over the previous month

● Schema version at v3.1

○ All updates were fwd/backwards compatible.

( Not using the VOEvent data model at present; providing feedback 

for future versions. )

Schema Definition: https://zwicky.tf/4t5.

Typical alert size: 60kB

https://zwicky.tf/4t5
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Apache Kafka

● Fault-tolerant, scalable, high-throughput, 

low-latency platform for handling real-

time data feeds. Backed by Confluent.

● Implements a publish/subscribe paradigm: 

producers publish messages into a topic, 

consumers read messages from topics 

they’re subscribed to.

● Allows for at least once and exactly once 

delivery semantics

● Good Python and C++ client support
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ZTF Alert Network

Public (DO)

ANTARES

Lasair

Alerce

ZTF (IPAC)

LCOGT

Partnership (UW)

UWM

NERSC

AMPEL

Kafka broker

Kafka client⊙⃝

3 continents

> 8 groups

> 20 people

🇺🇸

🇺🇸🇬🇧

🇨🇱 🇺🇸

🇺🇸

🇩🇪
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ZTF Alert Network Implementation

● Running Kafka 1.0+ brokers

● Configured to keep the last ~7 days of alerts (some keep more).

● Each night is a separate Kafka topic: e.g. ztf_20180725_programid1

● Authentication: IP Based (pwd auth planned)

● Encryption: None at present (SSL planned)

● Deployment w. Terraform (and Docker)

● Monitoring w. Prometheus/Grafana 
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Clients

● Any number of out-of-the-box Kafka clients will work

○ For example, kafkacat (conda install -c conda-forge kafkacat)

● Demo (Python) client ( https://zwicky.tf/mrs )

○ A thin fork of the LSST alert streaming client.

○ Useful as a basis for custom client development.

● kcp client ( https://github.com/mjuric/kcp )

○ A cmdline tool for stream consumption and format conversion (“netcat for Kafka/Avro”)

○ Investigating VOEvent <-> Avro conversion (should be possible)

https://zwicky.tf/mrs
https://github.com/mjuric/kcp
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ZTF Alerts Archive

https://ztf.uw.edu/alerts/partnership/https://ztf.uw.edu/alerts/public/https://ztf.uw.edu

Archive is also created by consuming the Kafka stream.
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LCO 

Interface 

to Public 

Alerts

https://mars.lco.global

https://mars.lco.global/
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GROWTH 

Followup

Marshal
http://growth.caltech.edu/

Kasliwal et al., subm.

This is where most of the 

filtering happens right now 

(but that’s another talk…)

http://growth.caltech.edu/
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Experiences, ~9 months in
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Key Question: Is it Enabling Science? 

The first TDE in ZTF (+ N more in the pipeline….) … and also being used through public endpoints.

Yes!
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Performance

● Throughput

○ Producing 600k – 1.2 million alerts per night

○ Typical alert size is ~60 kB; nightly volume can amount to over 70GB

○ Ran > 2M alerts/night w/o issues

○ Demonstrated transfer rates of up to 80MB/s (80k alerts/minute)

● Latency

○ 20 minutes end-to-end latency, entirely dominated by data reduction time.

○ Packaging latency: 6 seconds

○ Kafka-to-Kafka single-packet transmission latency: ~10s of ms (entirely bandwidth limited)
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Operations

● Deployment

○ Started with a 3-node (Docker based) Kafka cluster

○ Found the system reliable enough to simplify the config to a single-node “cluster”

○ Now running on a 6-core/16 GB RAM/320 GB VM (note: 2-core/4GB entirely sufficient!)

● Reliability

○ Very stable: no public endpoint downtime since June 1st launch.

○ Shaky in the commissioning period (some hardware issues, configuration mismatches)

○ One instance of data corruption when “exotic” configurations were attempted (1:20M event)

● Effort

○ ~6 FTE-months (would be a ~week now)
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Lessons Learned

● 9 months in, the system is performing 

beyond expectations. Excellent 

reliability!

● The learning curve is steep.

○ A consequence of the Confluent’s’ business 

model

○ A number of configuration settings are 

correlated, easy to deploy the system 

inconsistently w/o realizing.

○ But we now know how to do this.

● Kafka was initially conceived as an 

“intra-company” technology. Some 

features are still in their infancy (user 

management, accounting, etc.)

● Monitoring could be better.

● On-the-wire format could be made even 

more compact.

● Swatting 1-in-20M heisenbugs is hard, 

but not impossible.
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Implications beyond ZTF

● The same technologies are baselined to be used for distribution of LSST alerts. 

● At-scale, fault-tolerant, reliable alert distribution for LSST is within reach. We’ve 

already observed throughputs of up to 60% of LSST’s predicted alert rate (~40% in 

terms of bytes transferred).

● We hope that ZTF experiences can inform the evolution of standards in this area.

Details in Patterson et al., in press (PASP special issue on ZTF)
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DATA INTENSIVE RESEARCH IN

ASTROPHYSICS AND COSMOLOGY

Looking Ahead:

GenESIS: General Event System for Inference in Science

A cloud-native platform for searching 

through millions of astronomical events or 

sources, combining these sources with 

our existing knowledge, classifying the 

events, and storing and updating our 

knowledge of the astronomical nature of 

the event.

Coming in 2019.



Join Us!

DATA INTENSIVE RESEARCH IN

ASTROPHYSICS AND COSMOLOGY

DIRAC Data Engineering Group

We’re a collaborative incubator that 
supports people and communities 
researching and building next generations 
of software technologies for astronomy.

We emphasize cross-pollination with other 
fields, the industry, and delivering usable, 
community supported, projects.

+ two DIRAC Postdoctoral Fellows to expand the 

frontiers of astronomical systems and algorithms.
https://zwicky.tf/0cz

https://zwicky.tf/nzs

https://zwicky.tf/0cz
https://zwicky.tf/nzs
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Backups
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Serialization: Apache Avro

Fast parsing with structured messages              Allows transport of arbitrary data (incl. images)

Strictly enforced schema (with evolution)          Schema always included with data when at rest  
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Some More Observations

● 9 months in, the system is performing 

beyond expectations. Excellent 

reliability!

● This should be considered a backend 

technology. Most humans will not be 

interacting with the streams directly.

● Example: no user should interact with 

Avro-formatted data directly.

● Human interaction and organization 

through “marshals” (aka. “TOMs”, 

Target-Observation Managers). This is a 

whole different talk…

Kasliwal et al., subm.
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2

6

NASA/GSFC

NASA/CXC

Gamma-ray bursts

Tidal Disruption Events

NASA/CXC

Superluminous Supernovae

ESO/M

ELeBer/ECORD/IODP

Interstellar Objects

Earth-impacting

Asteroids
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Discover and Follow-Up

Keck, 
Gemini, 
Subaru, …

ZTF is a candidate discovery machine. These 

candidates need to be contextualized, distributed, 

classified, and followed up.

This talk is about a scalable framework for 

distribution that enables (pluggable) classification.

Cao et al. 2016


