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Standing on the Shoulders of (Tech) Giants -

Rich history and very useful prior
experiences with alerts from VO / GCN /
PTF /iPTF... The main new challenge
is scalability and robustness.

The industry has the same problem.
There are billions of events flowing
through compute systems of the largest
companies (Google, Facebook,
Amazon, Microsoft, ...) that need to be
serialized, transmitted, streams fused,
results classified, acted upon, ...

Maria Patterson

BIRAC

Alert distribution
discussions circa 2015

We are
too busy

Things have changed since...
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ODiRAC

Serialization Distribution

https://kafka.apache.org https://avro.apache.org

Open source, Apache 2.0 licensed
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Martin Kleppmann, “Schema evolution in Avro, Protocol Buffers

- ° ° and Thrift” (https://zwicky.tf/m97)
Serialization: Apache Avro

JSON encoding is 82 bytes

M a r t 1 n
. 4d 61 72 74 69 6
"userName": "Martin", €

"favouriteNumber": 1337, f2 14

"interests": ["daydreaming", "hacking"]

d a y dr e aming
64 61 79 64 72 65 61 6d €69 6e 67

h a ¢ k 1 n g end of arr

68 61 63 6b 69 6e 67 00

"type": "record",

"name": "Person",

flelds®: [ ‘. T Encoded to 32 bytes
name": "userName", type": string"},
"name": "favouriteNumber", "type": ["null", "long"
"name": "interests", "type": {"type": "array", "items": "string"

Fast parsing
Serializing byte streams
Schema evolution
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https://zwicky.tf/m97

ZTF Alert SChema Schema Definition: https://zwicky.tf/4t5

e \With each alert, we transmit meas. + context:

- objectld long
Identifiers
candid long
PhOtometry candidate ztf.alert.candidate
Nearest neighbors (PS1 and Gaia) candidate.fid int

. andidate. double
Detection metadata (real-bogus score, S/G, etc.) candidatema ouve

_ _ candidate.dec double
Image cutouts (science, template, difference) candidate.magpsf  float

Detections and upper limits over the previous month candidate.distnr  float or null

candidate.magnr  float or null

O O O O O O

= SChe ma version at V3 ' 1 candidate.classtar float or null

o All updates were fwd/backwards compatible. candidate.rb float or null

prv_candidate array of ztf.alert.candidate

cutoutScience ztf.alert.cutout or null
( Not using the VOEvent data model at present; providing feedback cutoutTemplate  ztf.alert.cutout or null
for future versions. ) cutoutDifference ztf.alert.cutout or null

Typical alert size: 60kB
ADASS XXVII — University of Maryland — November 14t , 2018


https://zwicky.tf/4t5

Apache Kafka
® Fault-tolerant, scalable, high-throughput,

low-latency platform for handling real-
time data feeds. Backed by Confluent.

® |Implements a publish/subscribe paradigm:
producers publish messages into a topic,
consumers read messages from topics
they’re subscribed to.

® Allows for at least once and exactly once
delivery semantics

e Good Python and G++ lient suppor Consumer
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ZTF Alert Network
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DiRAC

ZTF Alert Network Implementation

e Running Kafka 1.0+ brokers
e Configured to keep the last ~7 days of alerts (some keep more).

Each night is a separate Kafka topic: e.g. ztf 20180725 programidl
Authentication: IP Based (pwd auth planned)
e Encryption: None at present (ssL planned)

e Deployment w. Terraform (and Docker)
e Monitoring w. Prometheus/Grafana
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DiRAC

Clients

e Any number of out-of-the-box Kafka clients will work

o For example, kafkacat (conda install -c conda-forge kafkacat)

e Demo (Python) client ( https://zwicky.tf/mrs )
o Athin fork of the LSST alert streaming client.
o Useful as a basis for custom client development.

e kcp client ( https://github.com/mjuric/kcp )

o A cmdline tool for stream consumption and format conversion (“netcat for Kafka/Avro™)

o Investigating VOEvent <-> Avro conversion (should be possible)
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https://zwicky.tf/mrs
https://github.com/mjuric/kcp

ZTF Alerts Archive

Archive is also created by consuming the Kafka stream.

@1 Acerr Arcrive

Opening a real-time window
into the time-variable
Universe.

=50

https://ztf.uw.edu https://ztf.uw.edu/alerts/public/

.TF PARTHERSHIP SURVEY ALERT ARCHIVE

https://ztf.uw.edu/alerts/partnership/
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* Bookmarks zwicky.tf Shorten Welcome to Spark... 7 UW Libraries Proxy... [ Spark [ Picasa Web Albums... ClipConverter! [ Rerouting VPN Traf... » [7] Other Bookmarks ‘ o
=
MARS

L P Hel
' p Contact
C "%’ Make Alerts Rea ly Simple

MARS provides access to all public alerts issued by ZTF since the start of the public alert stream on June 1, 2018. Subsets of the alerts, filtered by
selectable constraints, may be identified and downloaded, either through this webpage or using the underlying API. Alerts are ingested as they are
generated by the ZTF survey and are made available immediately, which is reflected by the "Latest Alert" value below. Users are advised to limit their
request frequency to a reasonable time period, preferably allowing at least 5 minutes between requests. In addition to our own help page, users should
refer to the ZTF website and the ZTF Alert Archive for documentation on ZTF and the generation of alerts.

The following table lists ZTF alerts in descending order by JD. Use the filters on the right to narrow down the results to interesting candidates. When the
results look good, add ?format=json to the url. You can now access this url to retrieve the full data and use it in your scripts. You can access an alert's
previous alerts by visiting /<id>/ where id is the value of the Ico_id key in the json view or by clicking the id link in the table.

See the help page for descriptions of the table values and available filters.

m m Results: 5841854 Pages: 58419 Latest Alert: 2018-08-04 07:20:49
uTC

Sort By
id object1d time filter ra dec magpsf magap distnr Amaglatest Amagref rb

time 6121378 2ZTFl8ablonfj 2018-08-04 g 269.91461 66.96017 18.26 18.76 6.367 0.290

Sort Order 07:20:49

6121764 ZTFl8ablonig 2018-08-04 265.89783 66.70604
07:20:49

Descending
objectid
6121943 ZTF18ablonlr 2018-08-04 257.63087 68.18566
07:20:49

candid 6121964 ZTFl8aakvzfc 2018-08-04 256.65589 67.64165
07:20:49

6121989 ZTFl8aacechd 2018-08-04 273.53155 70.73565
time (lower) 07:20:49

yyyy-mm-dd 6121998 ZTFl8aamyhug 2018-08-04 257.13025 68.88617

. 07:20:49
time (upper)
6122003 ZTFl8aapsnka 2018-08-04 257.34833 67.93375
yyyy-mm-dd 07:20:49

]d 6122022 ZTFl18ablonlg 2018-08-04 271.74009 69.55966
07:20:49

nterface
o Public

lerts
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https://mars.lco.global/

view source

query database

) view report

at an observing run

scan for candidates

add source

transfer source

Welcome, Mansi

customize

urrently Displaying For

newsfeed
Transiem Advocate: rna

next runs

® Daniel Pertey commented on
*Object has faded fast. may akeady b

aniel Pertey uploaded a LT (£
1 and ZTF1

2018-05.09 APO.

—
~60 schedule

Francesco Taddla commented on

: X “iriggered the NOT on

29/04/2018" most viewed
M this week

Steve Schulze commented on .

*Known star” ZTF18aalrxas

184 view

.zn- 18aangakg

ZTF18aakayss (AGN)

Sjoert van Velzen classified .

"AGN'

Sjoert van Vedzen commer
oto AGN: W1-W2-0 .68
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GROWTH
Followup
Marshal

http://growth.caltech.edu/

This is where most of the
filtering happens right now
(but that’s another talk...)

Kasliwal et al., subm.

, 2018


http://growth.caltech.edu/

DiRAC

Experiences, ~9 months in

ADASS XXVII — University of Maryland — November 14t , 2018



[ Previous | Next ]

ePESSTO spectroscopic classification of optical
transients

t), T.-W. C :' C. Inserra 1Snulhamplam A . i
SioR ELZEN ; K ERiN K es C ” /B) Smartt (QUB), D. R. Young (QUB), O. Yaron Hhizlmum),l. M{umlix (Weizmann)
e e e G S e S on 6 Nov 2018; 15:00 UT
Mans IWAL, s C. 0 Gioy ' Distributed as an Instant Email Notice Supernovae
T Jan : Credential Certification: Andrea Pastorello (andrea.pastorello@oapd.inaf.it)

Subjects: Optical, AGN, Supernovae,

AcH GOLKHOL

® REED I(u DLE \lu KAEL Ri

2015, A&A 579, 4

; http://www.pessto.org ), reports the following classifications. One target was

supplied by the Zwicky Transient Facility (https://www.ztf.caltech.edu/; Kulkarni et al. 2018, ATel

#1 1 766) data stream processed through the Lasair broker (http://lasair.roe.ac ulo’) Targets
o = - observations were performed

2y
November 6 (UT), plus EFOSC2 and Grism H (3985 9315A, 18A resoluuon) Classifications were
done with SNID (Blondin & Tonry, 2007, ApJ, 666, 1024) and GELATO (Harutyunyan et al., 2008,
A&A, 488, 383). The classification spectra and additional details can be obtained from

http://www.pessto.org (via WISeREP) and the IAU Transient Name Server.

The first TDE in ZTF (+ N more in the pipeline....) . and also being used through public endpoints.

ADASS XXVII — University of Maryland — November 14t , 2018



Performance

e Throughput

(@)

(@)

(@)

(@)

Producing 600k — 1.2 million alerts per night
Typical alert size is ~60 kB; nightly volume can amount to over 70GB
Ran > 2M alerts/night w/o issues

Demonstrated transfer rates of up to 80MB/s (80k alerts/minute)

e Latency

(@)

(@)

(@)

20 minutes end-to-end latency, entirely dominated by data reduction time.
Packaging latency: 6 seconds
Kafka-to-Kafka single-packet transmission latency: ~10s of ms (entirely bandwidth limited)

ADASS XXVII — University of Maryland — November 14t , 2018



DiRAC

Operations

e Deployment
o Started with a 3-node (Docker based) Kafka cluster
o Found the system reliable enough to simplify the config to a single-node “cluster”
o Now running on a 6-core/16 GB RAM/320 GB VM (note: 2-core/4GB entirely sufficient!)

e Reliability

o Very stable: no public endpoint downtime since June 15t launch.

o Shaky in the commissioning period (some hardware issues, configuration mismatches)

o One instance of data corruption when “exotic” configurations were attempted (1:20M event)

e [Effort

o ~6 FTE-months (would be a ~week now)



Lessons Learned

® 9 months in, the system is performing e
beyond expectations. Excellent

reliability!
® The learning curve is steep. °
O A consequence of the Confluent’s’ business
model °

O A number of configuration settings are
correlated, easy to deploy the system
inconsistently w/o realizing.

o  But we now know how to do this. ®

DiRAC

Kafka was initially conceived as an
“intra-company” technology. Some
features are still in their infancy (user
management, accounting, etc.)

Monitoring could be better.

On-the-wire format could be made even
more compact.

Swatting 1-in-20M heisenbugs is hard,
but not impossible.

ADASS XXVII — University of Maryland — November 14t , 2018



DiRAC

Implications beyond ZTF o
® The same technologies are baselined to be used for distribution of LSST alerts.

® At-scale, fault-tolerant, reliable alert distribution for LSST is within reach. We've
already observed throughputs of up to 60% of LSST’s predicted alert rate (~40% in
terms of bytes transferred).

® We hope that ZTF experiences can inform the evolution of standards in this area.

Details in Patterson et al., in press (PASP special issue on ZTF)
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Looking Ahead: TEN
GenESIS: General Event System for Inference in Science ™

NP

A cloud-native platform for searching
through millions of astronomical events or
sources, combining these sources with
our existing knowledge, classifying the
events, and storing and updating our

knowledge of the astronomical nature of
the event.

Visualize

Coming in 2019.

[]

Jupyter

S~

DATA INTENSIVE RESEARCH IN

ASTROPHYSICS AND COSMOLOGY ADASS XXVII — University of Maryland — November 14t , 2018



Join Us!

DIRAC Data Engineering Group

We’re a collaborative incubator that
supports people and communities
researching and building next generations
of software technologies for astronomy.

We emphasize cross-pollination with other
fields, the industry, and delivering usable,
community supported, projects.

DATA INTENSIVE RESEARCH IN
ASTROPHYSICS AND COSMOLOGY

Research Associate- Zwicky Transient Facility

In this position, you will develop new tools for the ZTF alert stream, use them in your own scientific research,
and help others to do the same. Your will contribute to open-source software packages and facilitate

hackathons and data challenges. An interest in developing expertise in cloud computing, real-time stream

processing, and distributed databases is welcome.

+ two DIRAC Postdoctoral Fellows to expand the
frontiers of astronomical systems and algorithms.

https://zwicky.tf/0cz



https://zwicky.tf/0cz
https://zwicky.tf/nzs

Backups oiRa
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Serialization: Apache Avro .

UNSTRUCTURED SEMI-STRUCTURED STRUCTURED

g

More flexible I//I More efficient storage and performance

Fast parsing with structured messages Allows transport of arbitrary data (incl. images)
Strictly enforced schema (with evolution) Schema always included with data when at rest

ADASS XXVII — University of Maryland — November 14t , 2018



Some More Observations e
® 9 monthsin, the system is performing ® Human interaction and organization
beyond expectations. Excellent through “marshals” (aka. “TOMs”,
reliability! Target-Observation Managers). This is a

whole different talk...

® This should be considered a backend
technology. Most humans will not be i viow source Y
interacting with the streams directly.

=i query database

next runs

‘ view report

e Example: no user should interact with
Avro-formatted data directly.

-
at an observing run

Kasliwal et al., subm.
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Gamma-ray bursts Superluminous Supernovae

Tidal Disruption Events

kg?t@ ,{er/ECO(RD/IODP
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Discover and Follow-Up Z)]

DiRAC
first P48 image . ZTF is a candidate discovery machine. These
first candidate loaded in database candidates need to be contextualized, distributed,
automated transient alert e
Keck spectrum classified, and followed up.
SWIFT observation .
SRR AL  This talk is about a scalable framework for
g////// distribution that enables (pluggable) classification.

i eck,

‘[ e e e Gemini,
s Subaruy, ...
CARMA triggere — ,
EVLA triggered = ' 2

LCOGT triggered T ' Lt N >
SWIFT triggered -& .
second candidate loaded in database
second P48 image

3 6 9 12
Hours since 03:30:00 September 3 [PST]

Cao et al. 2016




